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Motivation Method Experiments

Summary

Other NAS Methods & Ours for Binary Networks

- Propose a cell-based NAS method specifically for binary networks
- Design a new search space via including the Zeroise layer
- Use new cell template and search objective tuned for binary networks 

Cell Template for Binary Networks (!")

Search Objective for Binary Networks (#$%)

tl;dr. A cell-based neural architecture search 
(NAS) method for binary networks

Proposed NAS Method for Binary Networks (BNAS) 

Search Space for Binary Networks (&")

Ablations on CIFAR10

Classification Results on ImageNet

Updated code will be available →
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→ No consideration for quantization error!

Previously, use FP Architectures as backbone
→ Want to search binary specific architectures

• Zeroise layer may 
reduce quantization error
→ keep Zeroise layer for

the binary case 
• More efficient (weights ×)

• Quantization error
→ unstable gradients

• Add skip-connections
→ stabilize gradients

• Binary convolution layers are severely under-explored early on
• Maximum entropy regularizer
→ encourages the search to explore diverse layer types

• Proposed 
components
all contribute
to accuracy

• Sep. conv will be detrimental
→ show this experimentally


